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COURSE SYLLABUS

@ m O 0o @

Course Title
& Number

Pre/Co-requisite(s)
Number of credits
Faculty Name
Term/ Year

Instructor
Information

Course Description
from Catalog

Course Learning
Outcomes

Textbook and
other Instructional
Material and
Resources

Teaching and
Learning
Methodologies

Grading Scale,
Grading
Distribution, and
Due Dates

ADVANCED LINEAR ALGEBRA: MTH 512
Admission to MSMTH program
3

Ayman Badawi

Fall 2019
Instructor Office Telephone Email
Ayman Badawi NAB 262 06 515 2573 abadawi@aus.edu

Office Hours: _ By appointment

Topics include the proof-based theory of matrices, determinants, vector spaces, linear
spaces, linear transformations and their matrix representations, linear systems, linear
operators, eigenvalues and eigenvectors, invariant subspaces of operators, spectral
decompositions, functions of operators, and applications to science, industry, and
business.

Upon completion of the course, students will be able to:
1. Write proofs for simple questions.
Demonstrate an understanding of vector spaces, subspaces and change of basis.
Solve and analyze matrices using eigenvalues and eigenvectors.
Demonstrate an understanding of canonical forms and Jordan forms.
Demonstrate an understanding of inner-product spaces, norms, orthonormal bases,
operators on inner-product space.
6. Demonstrate an understanding of spectral theory, singular value decomposition and
applications of linear algebra.
7. Apply skills learned in linear algebra, for example Least Square Method.

gL

MAIN: Class notes. Materials on I-learn and my personal webpage
http://ayman-badawi.com/MTH%20512.html

Secondary: Sheldon Axler, Linear Algebra Done Right, 1997( any Edition will do).
The book is available on the web as free download. Any E-text book treats the above
concepts will do.

The teaching and learning tools used in this course to deliver the subject matter include black
board with chocks (if available) but the current white board and markers will do, formal lectures,
class discussions.

Grading Scale

Excellent
A Equals 4.00 grade points
Meet Expectation
A- Equals 3.80 grade points
B+ Equals 3.30 grade points
B Equals 3.00 grade points




COURSE SYLLABUS

Below Expectation
B- Equals 2.70 grade points
C+ Equals 2.30 grade point
C Equals 2.00 grade point
Fail
F [ Equals 0.00 grade points
Academic Integrity Violation Fail
XF [ Equals 0.00 grade points
Withdrawal Fail
WF ‘ Equals 0.00 grade points

Grading Distribution

Assessment Weight Date
Homework 15 %
Exam 1 25 %
Exam 2 25%
Final Exam 35%
Total 100 %
M Explanation of Exams, homework assignments will include simple proofs. So students are expected to master
Assessments | S°Me of the techniques that are commonly used in linear algebra.

N Student Academic
Integrity Code
Statement = Student must adhere to the Academic Integrity code stated in the graduate catalog.

SCHEDULE (BUT NOT IN ORDER)

No addendum, make-up exams, or extra assignments to improve grades will be given.

4 WEEK CHAPTER/SECTIONS NOTES
Definition

1 1 Vector Spaces Examples
Definition
Examples

2 2 Subspaces and Direct Sums

Proofs of some simple results
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12

13

14

Span, Linear Independence,
Bases, Dimension , and Linear
Transformation

Exam 1

Eigenvalues, Eigenvectors, and
Invariant Subspaces on Real
Vector Spaces

Inner Products, Orthonormal
Bases, Orthogonal Projections
and Minimization

Problems (Least Square Method)

Operators on Inner-Product

Spaces

The Characteristic polynomial
and the minimal polynomial of
an operator, and its
decomposition

Canonical forms, Rational and

Jordan Forms

COURSE SYLLABUS

Examples

Proofs of some simple results

Examples

Using the methods in analyzing
some basic facts on matrices

Definition
Examples
Simple proofs

Application

Examples

Simple and Basic Proofs

Exam 2 : Covers all materials
after Exam 1

Examples

Simple Proofs

Definition

Examples
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Spectral theory, Singular Value
Decomposition

Review before a comprehensive

final exam

COURSE SYLLABUS

Examples
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Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2019, 1-2 © copyright Ayman Badawi 2019

Review Exam one MTH 512 , Fall 2019

Ayman Badawi

REMARK 1. You should know the following concepts
(i) Orthogonal, Orthonormal and how to make orthogonal basis an orthonormal basis.

(i1) Solving system of linear equations (in particular homogeneous system) and write the solution set as span of orthog-
onal (orthonormal) basis.

(iii) The meaning of Independent number (dimension) and how to find this number if a subspace is given.

(iv) If Q lives in span of independent points (say Q1, (2, ..., Qk), then there exist UNIQUE real numbers ay, ..., a; such
that Q@ = a;Q1 + ... + axQx

(v) nonzero Orthogonal points imply independent but not vice-versa.

(vi) CD = L (say C'isn x k and D is k x m). Then each column of L is a linear combination of Columns of C. Let
(Y, ...., Cy, be the columns of C'. Then for example, the fourth column of L, Ly = d 4C) + d24Co + ... + di 4Cy,
(where dj 4, ..., dj, 4 are the numbers in the fourth column of D.

(vii) You should be aware of the METHOD that I discussed in class, how to check if @y, ..., @,, are independent or not

(viii) Rank(A) + Nullity(A) = number of columns of A [note Nullity(A) = IN(Solution set of the homogeneous
system AX = O) = number of free variables]

(ix) Show that a subset of R™ is a subspace by writing the set as Span of some points (and then a span of independent
points).

(x) Asubset D={( , ,..., )la,b,c,d... € R} of R" is a subspace IFF D can be rewritten so that each coordinate is
a linear combination of the linear variables a, b, c, d, .... (see class notes)

(xi) Let say A isn x n. Is 4 an eigenvalue of A? It might be difficult to find the roots of C'4(«). Hence an easy way
to answer the question is to find Rank (47,, — A)). If the Rank = n, the answer is no (hence A is invertible). If the
Rank is < n, then the answer is yes.

(xii) Let say A is n x n. Is 4 an eigenvalue of A?If yes, then find E4. It might be difficult to find the roots of Cs ().
Hence an easy way to answer the question (note that here you need to find Fy) is to find the solution set of the
homogeneous system (41, — A)X = 0.

(xiii) Understand the meaning of eigenvalue, eigenvector (eigen-point).

(xiv) A (k x m) is row equivalent to B (assume 7 row operation applied on A in order to get B). You should know how to
go back from B to A (see class notes). You should be able to find 7 elementary matrices (each is of size k x k), say
Fy, ..., E7 such that E1FE; - - - E7A = B. Also you should know how to find 7 elementary matrices F, ..., F5 (again
eachis k x k) such that F F» --- F;B = A.

(xv) Meaning of diagnolizable over R and how to find D and . (see Class Notes)
(xvi) How to check if A is diagnolizable over R or not (see class notes, big Theorem).
(xvii) how to calculate determinant using ROW-Operations.

xviii) C4(a) = |ad,, — A| (note other books they use |A — a1,|). Using our notation, | 4| is (plus or minus) the constant-
term of C'4(«). Trace of (A) ALWAYS equal - (coefficent of x) in C4 («). (I think I told you I am not sure if I need
minus, now I confirm yes it is always minus). For example if C4 (o) = o +7a —22. Then |A| = (plus, minus)22,
but Trace(A) =-7.

(xix) Let o be a real number, A be n x n. Then

a. |ad| = a™A|.

b. If A is invertible (nonsingular), then |[A~!| = 1/|A]|.

c. If Ais similar to B (i.e., A= DBD™"), then |A| = | B|, and Ca(a) = Cp(a)

d. If A is invertible and a is an eigenvalue of A, then 1/a is an eigenvalue of A~! (easy proof)
e. If a is an eigenvalue of A, then a® is an eigenvalue of Ak,

f. |A+ B| NEED NOT EQUAL |A| + | B| (you can find an example easily)

g. |Al = |AT| and Cy(a) = Cyr(a).
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(xx) If A is invertible, you need to know how to find A~! using the METHOD [A|I,,] ROW-OPERATIONS [I,,|A™].

b
“ |- Then |A] = ad — be. I£ | A] # 0. then

Recall if A is 2 x 2 and invertible, then it is easy to find A~!, A =

d b
-1 _ 1
o

—C a

(xxi) Rank(A) = Rank(AT)
(xxii) If A is row-equivalent to B, then Rank(A) = Rank (B) (easy)
xxiii) If A has exactly k independent rows, then A has exactly k independent columns.

2 0 4 3
xxiv) Assume A is 3 x 4. Assuming A is row equivalentto B= |0 0 1 7|. Then
0 00O

a. Quickly, Rank(A) = Rank(B) = 2.

b. Recall Row(A) = span of rows of A and Row(A) = span{R;, R} = span{(2,0,4,3),(0,0,1,7)}. What
does that mean? EACH ROW OF A is a linear combination of (2, 0, 4, 3) and (0, 0, 1, 7) (nice meaning!)

c. Recall Col(A) = Span columns of A. Recall how to find basis to the column space of A. Stare at B, locate
the columns in B that have "leaders". Here , we have By and Bj;. A basis for Col(A) must be chosen from A
and not from B (why? because we are using ROW-operations on A (not Column operations), so we cannot
gurantee that the column of B "live" inside Col(A)). Since the leaders in B are located in B, B3, we choose
Ay, A; to form a basis for Col(A). Hence Col(A) = Span{Ai, A3}. Again, what does that mean? Each
column of A is a linear combination of A; and As.

(xxv) Let B = {D = (2,0,3),T = (0,—1,2),L = (0,0,1)} be a basis for R* and F = (4,5,9) € R*. Find [F|p and
explain the meaning of your answer. We know that [F]g = Q~'FT (see class notes), where ( is an invertible
3 x 3 matrix, First Column of Q (@) is the point D', @, is the point 77 and Q3 is the point L”. Now enjoy the
calculation. Assume the answer is [F]p = (c1, ¢2, ¢3). This means that F' = (4,5,9) = ¢;D + T + c3 L.

xxvi) If you need to check your calculation, I recommend the following online Calculators:
(1) Linear Algebra Tool Kit (Strongly RECOMMENDED)
(2) GRAM-SCHMIDT CALCULATOR
(3) CHARACTERISTIC POLYNOMIAL CALCULATOR
(4) EIGENVALUE AND EIGENVECTOR CALCULATOR
(5) DIAGONALIZE MATRIX CALCULATOR
(I will add these LINKS soon in Lectur/Notes Folder on I-Learn)

Faculty information

Ayman Badawi, Department of Mathematics & Statistics, American University of Sharjah, P.O. Box 26666, Sharjah, United Arab Emirates.
E-mail: abadawi®aus.edu, www.ayman-badawi.com
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Assignment I MTH 512 , Fall 2019

Ayman Badawi

QUESTION 1. Let Q1, @2, @3 be independent points in R™ such that span{Q1, @2, Q3} # R".
(i) What is the smallest n so that Q;, Q», Q3 € R™?
(i1) Prove that Q1 + @2, @1 + @3, Q2 + Q3 are independent points in R".
(iii) Assume that Q1, @2, Q3 are orthogonal and L = span{Q, Q2,Q3}. Given Q € L. Hence Q = a1Q1+a2Q2+a3Q3
for some real numbers a1, az, az. Prove that a; = %, ay; = %, az = ﬁ
QUESTION 2. Let D = span{(2a +3,—b+ 1,6a —2b+11,0) | a,b € R}
(i) Convince me that D is a subspace of R*. (I guess, it is enough to rewrite D as span)

(i) Find an orthogonal basis for D.

5 3 1 1
1 3 -1 0 . .
QUESTION 3. Let A = 5 6 4 1| Is 6 an eigenvalue of A? If yes, then find Es and find an orthogonal basis
4 —12 -4 1
for Es.

QUESTION 4. Let A be an n x n matrix and r be a fixed real number. Suppose that the sum of all numbers (entries) of
each row of A equals to r. Prove that r is an eginvalue of A.

X . . e —— —~
QUESTION 5. Given A is a4 x 4 matrix suchthat A 3R, B —-6Ri+ Ry —~ Ry C R3+ Ry D —-2R, F =
0 O 4 6

1 -1

3 0 . Find |A|, |C|, and |D].
0 -6 4 1
4 12 -4 2

QUESTION 6. (i) Convince me that L = {(a,b*,0) | a,b € R} is a subspace of R>.
(i) Convince me that L = {(a,0,b%) | a,b € R} is not a subspace of R>.
(iii) Convince me that L = {(b,b*,0) | b € R} is not a subspace of R>.

0 0 0O
. . . . 1 00O
(iv) Convince me that 3 is not an eiginvalue of A = 010 4
0 010
(v) Let A be a 4 x 4 matrix such that A, (second column of A) is identical to A4 (4th column of A). Consider the
Z1
following system of L. E. A e Aj,. Convince me that the system has infinitely many solutions. Give me 3
€3
L4

distinct points that belong to the solution set of the system.

Faculty information

Ayman Badawi, Department of Mathematics & Statistics, American University of Sharjah, P.O. Box 26666, Sharjah, United Arab Emirates.
E-mail: abadawi@aus.edu, www.ayman-badawi.com
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MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-3 © copyright Ayman Badawi 2018

Assignment II MTH 512, Fall 2019

Ayman Badawi

QUESTION 1. Let F : R* — R3, be a linear transformation. B = {(1,0,2,0), (0, 1,1,0),(0,0,1,1),(—1,0,0,1)} and
B = {(1,1,0),(-1,1,0),(=1,—1,1)} be basis for R* and R?, respectively. Given F(1,0,2,0) = (1,—1,-1),
F(0,1,1,0) = (~1,0,1), F(0,0,1,1) = (—2,0,2) and F(—1,0,0,1) = (0, —1,0).

(i) Find the matrix presentation of F with respect to B and B’, Mp p'. (i.e., Mp g = "something", I want to see that
"something", however to calculate that "something" use software calculator as on I-learn)

(ii) USE (i) and find [T'(2,5,8,2)] 5.5

Note (again) write down clearly the steps, however use software calculator to do the actual calculation

(iii) Use (ii) and find T(2,5,8,2).

(iv) Use (i) and find the standard matrix presentation. (I will not say it again, I want to see how you find M, actual
calculations by software calculator)
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QUESTION 2. Let F : R* — R? such that T'(ay, as, a3, a4) = (2a1 + a4, —a3, 4a; + 2a3 + ay)

(1) Write range(F) as span of some independent points.

(i) Write range(F) as span of orthogonal points

(iii) Does the point (2,5,9) belong to Range(F)? Explain?

(iv) Write Z(F) as span of some independent points
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(v) Find the Standard matrix presentation of F'.

(vi) Use (V) and find 7'(-2,3,6,1)

QUESTION 3. Let F : R3 — R*such that T'(2,0,0) = (1,1,1,1), T(2,2,0) = (=2, -2,-2,-2), and T(—1,-2,1) €
Z(F).

(i) Find the standard matrix presentation of F

(i1) write range of F as span of some independent points.

(iii) Write Z(F) as span of some independent points.

Faculty information
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OY% Assignment IT MTH 512, Fall 2019
i " " J
|\\H‘—_—f{"¢L f Ayman Badawi

QUESTION 1. Let F : R — R, be a linear transformation. 8 = {(1,0,2,0),(0,1, 1,0}, (0,0,
B = {{1,1,0),(=1,1,0),(~1,-1,1)} be basis for R* and R’ respectively. Given F{1,
F@0,1,1,0) = (=1,0,1), F(0,0,1,1) = (=2,0,2) and F(-1,0,0,1) = (0, —1.0).

1
0,2

),(—l 0,0,1)} and
= (1,-1,-1),

(i) Find the matrix presentation of F' with respect to B and I, Mg p-. {i.e., Mg p = "something”, I want to see that

"something”, however to calculate that "something” use seftware calculator as on I-learn)

— =1
L Wl Wl v -y -Z 0o
‘\/\‘5B\| = 1 -1 -1 o o B
°© o || {4

3x4 1 o

\
. P SN T
; % ol o o 4] =
! i |
‘-—0 o |‘_._-] | 2 0__ }'_,_—\

(i) USE (i) and find [T(2,5,8,2)] 5.5

N

Ni-

Note (again) write down clearly the steps, however use software calculator to do the actual caleulation

f 7] - Lo i
B=(' oo — |7 ]
&\ A © 1 o o
N Z 1\ ( p
Z -
I \ -z
, L | —2 -1 I -‘_[

A(" i T(Qfg,g,Z) = 5\ F_IO— = ||—F|' -1 -l ’—;O_I — r-(é_

lc | 10 0 ] (¢

{iv) Use (i) and find the standard matrix presentation. (I will not say it again, I want o see how you find M, actual

calculations by software calculator)

) \
N -1 | -1 - -1 -2. \ ?
M- BM B - - ‘
-{ e R IR
\~ N R 1‘
Lt ) -2



2 Ayman Badawi
QUESTION 2. Let F: R* — R® such that T(a1,a2,a3,84) = (2a) + a4, —a3, 4a; + 2a;3 + a4)

{1} Write range(F) as span of some independent points.
T(O“qz:az,qu) = %an(2f0/‘f)+q:(0,ﬁ,6)+0;(0;",2)+0q(l,o,l)] a,,0,,05,04 € |R} _
A Spun‘i (2,0,‘*\)1 (Q,Q,Q); (e,-1,2). (Ho0) i

SPan (i (28, 4) ¢ (o, 2 ‘ ,0 l)&
Q, Qz (s

4 ig @é\n*ia\{m 9 uf,clj'a*)

1l

\\
\‘I
\\
A
B
K
1

(ii) Write range(F) as span of orthogonal points

T4
020+ (04) 5= sparf ez 2t

Q, - Sy | gy ©0r42)-(200) (.L\ 2
2 2 1= 33 ,2)—-.——-(2,0."\ = —;-\;-“ .
”u-ll"z \\ (Z'O/H)HZ ) 5 S‘)

W, Q.. W,
Wp s Q- QM QW
T T

=
"

_Y Z _
= (l,O i) - M(ﬁ;"b}— Lk ...(Jf.‘.’f.i_]'_{?loiq) 20,4 - i/ -2 /——'—)
) (-3 L ILN g r) (20,9l ® ( ) ( 92 9

(iii} Does the point (2, 5,9) belong to Range(F)? Explain?

= =3 [ =T e
l'l 2 0 0O |\ l:f I|| q.—’ = II ya I||| - rz o o | { 2 S 5 qQ, = 2
j) | L? © -1 o aq, | S—II ‘ o o - o § a, = Free variable
e 2 | | | .
e, L OZL;CB Cu 4 o 2 119 8y = -S
.'5‘-_),,-'" | a | - e -
b alad Qq = -1IS
. Yﬁg btg:cau;e H’:e‘!e is af ’eas(‘ ane Pmut <3 fR such that
at thig t &= g
(iv) Write Z(F) as span(of some :ndfp‘:;n‘tien? pomts (2.5 c') Sel. Seb = } ( 7l ql’_s’ _IS-)J:i>
i a [o] 7]
- (« l,' Z O o lfo|| a;=0
/ (o -0 | | = |0 —> l .
;____:\r B L{ ) e | O o - o] 0O | —p a, = £{ee vornialbein
- 6 I_J a; 0 |
— L H'o 7 1|0 0, = &
-Lcuf - S )
az q"l Es)
Sal. Se}" =

} (QJG‘L)O;O) {azc—l(\’ }

Yo (el 0,0) | 0, R}

= Spunsl (o,\)ojo)j
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(v) Find the Standard matrix presentation of £, "

[2 o o
r}q : M = o 0 o ,
g 4y o 2 |

(vi) Use (V) and find T(-2,3,6, 1)

Tz o o 1|2 , |2 (o] p a1 (-3
= OTEO-{- '-J+‘.O i

O 0 . pl :' 3
(402 1 ¢ 4 o 2 K S
3 L L
QUESTION 3. Let F: B 2 R* such that T(2,0,0) = (1,1, 1,1), T(2,2,0) = (=2, -2, -2, =2}, and T(~1, ~2,1) €

Z(F). 4 T 15 o Lineur \ram&,{ma“
(i) Find the standard matrix presentation of F

T(e) = T(hoe) = T($(200))» £T(200) = L (ub) = (31773 %)

T(e) = Tlesbe) = T(-3(200) + £(22,0) ) = - £ T(20,0) +5 T(22,0)
) e fare-a) < (B o) = (333 3)
T(oe) = T(-3000)+(220) 4 (4, 2)) = -3T(2000) 4 T(3,2,6) - T(1721)

-
-3V 4 {2-22, z)+(o,cc,) = (13038 (4-22-2) = (Ef%%f%

4]

T(&)

"

| e

] F L s =
Fa S Gy
| 2 Z =
.z [Vl - 4 =2 -5
= S -+ 2
L -3 =X
A= = 2
I - -
4 }2_ .

- | S A
(ii) write range of F as span of some independent points.

{

}’ g @)= spm it by,

o
=
(m) Write Z(F) as span of some lndcpendent points.
T4 % S |o ] Ml -2 _S$|o]
| j 13 9 = s> |2z T 9] = 4, = 3G+ 5a,
-3 —s’ | 0 | -
2 2 = G ] A ~3 - -
| C = | ‘ Z 2z 2 0 a., = ?‘fee Nanel b
I -3 -5 q [e] | - B
. |z T Z : A )
- o -3 -5 - | | ! 2 z =z Q OL = fee \IC\(::‘\QLQ_
Faculty information - yl 2 5> | 90
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E-mail: abadawiaus.edu, www,ayman-badawi.com
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$0.(3.00) +05(S,0, () | 0u,05e lﬁlﬁ
= SPO."\ }(3)'10)((§,O/|)§
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Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

Assignment III, MTH 512 , Fall 2019

Ayman Badawi

QUESTION 1. Let 7 : V. — W be a linear transformation between two vector spaces over R, say V and W.
(i) Prove that T is one-to-one if and only if Z(T") = {Oy }.
(ii) Assume that T'(vy) = wy for some vy € V and for some wy € W. Prove that T~ (wy) = {vo +d | d € Z(T)}.

(iii) Fix aninteger n > 1, let C™[R] be the vector space of all continuous nth-derivative functions over R. (We know that
C™[R] is a vector space, do not show that). Define 7' : C"[R] — C™[R] such that T(y(z)) = a,y™ +a, 1y~ "+
. + a1y + apy, where ag, ay, ..., a,, are some fixed real numbers. Show that T is a linear transformation (briefly).
Letd(z) € C"[R] such that T(d(x)) = f(z). Show that T~!(f(z)) = {d(x) +m | m € Z(T)}. [Hint: just use (ii),
BIG THING: Now we all understand why when solving Linear Diff. Equation, then the solution is y;, + vy,
where y;, is the homogeneous part and y,, is the particular part].

a—+2b 3a+c
Sa+4b+c —2a—4b
guess, it is enough to rewrite D as span). Then find IN(D) (dim(D)).

QUESTION 2. (a) Let D = { | a,b,c € R}. Convince me that D is a subspace of R>*2. (I

(b) Convince me that D = {(a + 3b)z> + (—2a + b)z* + (—a +4b)z + (2a — b) | a,b € R} is a subspace of P;. Find
IN(D).
QUESTION 3. Let T : Py — Py such that T'(a32> 4+ a2 +a1x+ag) = (ay—aj +ao)z® + (2a2+ag)z+ (—azy +a; +2ao)
(i) Find the fake standard matrix presentation of 7.
(ii) Find Z(T).
(iii) Find Range(T).
(iv) Does x> + 3z — 7 belong to the RANGE(T)?Explain.

QUESTION 4. Let T : P; — Rsuchthat T(z?) = 1,T(2z) =4, T(z + 1) = —4.
(a) Find the fake standard matrix presentation of T.
(b) Find Z(T).
(¢c)Let H ={a € P3| T(a) = 7}. Find the set H.

Faculty information

Ayman Badawi, Department of Mathematics & Statistics, American University of Sharjah, P.O. Box 26666, Sharjah, United Arab Emirates.
E-mail: abadawi@aus.edu, www.ayman-badawi.com
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OTVoWw  —Z& L
e S-u,[opoic ZCT) &< ?OV?B |
T =T¢Y) Py some %9 € v
= T() _TCy) = Ow

. x',j = OV —‘é x"'j

| T_:\/,—,&W‘

@ L M= vrd [d€ 20D

T (e
S\\M-\\MR,MQ ( )—’rd o C)\GZCT).

o o Ty - Tew) | |
T (% -V ) v, € T (o) \Dy

Z O
/\ = X -V & Z(V) = J e zdm) s. b, o =¢-Ve
O (i.e. x = \,+d)

A |
@'6 7o oxem o T lw) SN T =M g
,.IUJ\%LL&_)()V([‘

Coa]



uestion (1) .

_T:\J-—>\N

i
&) (_>> Assume thak T is one-% - one .
Show thak Z(1): 90, -

JQQM Z(T) = 3 Ve Y ‘ T(Vo) = Ou.j > ond e a|f90cl¥d Know Theh T(OV) B Ow')
Then  T(V) - T(o)) .
And stwee T

s one- [ -0ne S

T\"DV\ \Io = QV .

—~

lL\ma\Gore, %(T) - %Od , ./
(-(—) ASSqu ‘\‘L\oJ“ %(T) ‘-“(O\,S /

Show Hhek T s one-bo - o, ()

Leb Vv, €V such thek T(WY: T(VY.) -
Thew we have -
T(v)-T(v,) -
Since Tis o LT T(v) +T( ) W
Snce Tiow LT TMVM-v):0,

Ten, V-, e #HT) .

And since %(T) 2%0\,%, Haew Vovg 2 Oy -
’\T""-"‘t \J\ = \f

RN ;
- “A.Lf&Pore P TS cwe-to- oua . /



(I:L) Take d eV such ‘rI/\cJ‘ T(O‘) =
Thats  de 2(T) .
Fﬂu»\ Y (\le-\-c\): _\k\!03+ T(c\) wee Vs e LT

= We + Ow = W, .
T(Vﬁc\) = W,
e !
-y i o G)(U"r"
;Sﬂiliw \“\ §how
Tlxgmpb((’, T_\(\OQ> = \i \Jo'\-é \ d G?:(T)g i 'j/ C{,L/y) C

! S . ' (e ez
() T(ém) = C‘@équ Oo- ~)D\ \ SR 0y é Jj

Take 904, € Cnl:RJ and ;€ IR

To S\r\c_ng \"\ACJ— T 1S o \.CV\QQ( -.\"(c..u\\‘)g(w\ch'u.a ,T\"s e\r\c.u\ob\'\ o

Shews T Ko(,éj‘ﬂ- 0(237) = O(,T(a.) % D(-zT (bL) )

— -{n) (a-1)
308 - oo g e
n) ..-’ )
:{:‘Ono(.jf + Clno(ztj2 ) anqo‘g .,_qn_'o( .a(" _l( ok a oY, + Oo%aly, )
" -1) ™) -l
- (ot onal™ ) (o et o)
=) " \“ D! -
= ( ay, LJ + an 'La(“ - Oo\al) N 0(2 (Oh‘az + 0 . + O ‘aw

= o0 TU9) + o, T(y.)

» Hene , T i a near Tr““‘p°‘““°t°“ : 'L/



‘S\qmﬁl«J‘ TH\LQ(;()) = 3} JU)J«W\\ wme 2({J) IS '

Toke m € CIRY) such thak T(w) = 06‘{_&] '
s me YT)

T‘-’Lﬂ-\f\ T( CQ()() 4 \A.) = \ (A(K)) X T(\"") Sinee Vg o LT
= Q(X) + O
= ‘P‘(X)

= T(dem) - 469
T“( ‘Q-(x)) = AX)awm .

(Wmfepore, T"( Q(p{)) - \o\(x)_wﬂ\ w ¢ #(T) 3 .

70

e T(A60) =+ (Qven)
R S (. ())



Queston (2).
(a) D i g [m- 2% 3a+C

Sarbbrc  -2a-Yb

—

1 0,b,c e R }

W2 Y
R = R
(o5 vechsr space)

h{K&’ SQ}“ Coﬂ?SPoth = D e
D - ; (G+2l;, 30+C, SarYbic, —2a_q/g)f b, ¢ e!Rj

= } a(1,3,5,-2) 4 b( 2,0, U,-4) 4 c(ojl,lio) f ab,c elﬁj

dep
sPon'} (f,%,gf-z),(z,o,q,q); (o', l,o)}
= SPQP\ } (2,0/”/‘("); (O;‘,I,U)S
IN(D) =2

"2 o o !
D :SPan{ \: _‘J ,[‘ OJ E
IND)= 2.

pate s 2x2
Theropore, Dis « sulospaco ol R .

e



(b)
D= 'i (@3b)% 4 (~204b)2* 1 (~q4Yb) x + (2a-b) \ ob e IR}

oz R
(as vecfor space)

Falke seb Qof(@,\_)mc, r S

D\= ;(Qi-ﬂ),—z&-fl:, -a+4yb, za-b) I a,b E‘:lR}

i a(\,-z,—n,z) +b(3,1, Ll,-') | ab e 'R}

S pan (} (t,-zj-r,z) p (g/(IL,}_I.)}

IN(D) = o . / "

D= Span 3 Q 'Xg-ﬁxz-mz),(%xi x2+‘4x-\)j—

IN(D) - z./

A “‘l—gfe«g{q’ D is Q sub;Pace Oﬂ l-;‘)f .

§



_ Quesh'nn (5) :

ARE PLl - P3
T( 03X3+ 0'2 xz"'o\x‘\'(}“) = (Qz‘al'\'qo> Xz-\- (?Gn-ﬂe.))( + ('qz+al+ 20;)

O ™ R'>K
T‘(ao,a,)az,as) = (-a40420,, 20,400, 0-a,4 0, )
=3qo(z,\,t)+ql(;,o,-[)»raz(—uz,l)ﬂs (W»“ﬂ)g
= 0, (9), (2, (o) |
= spen ) @01), (10,m1) (-1,2) ]

| > 2 V4 g _ao_i = [o]
|
iO| 0 | \ 0 9 o 0' o
l 5
| 02 ‘ |I ] = i 6} Qz ! o
|Cls | 2 o = | el
(R C‘SJ
T | M |
=1 Vs -3 o
© ‘ ‘ER\ 8 z —R;TR?_
| | | K|+ Rg
bl G o | 1 el
- _2Rl 5 Z Nt .1
o _Lz -% 6|10 " L lo { =) ‘ T e
-2 2 3 3 O |
G 7 5 O i o -2 > O



N

—6G,=0 —» ®=9°

- O'"'1
! I -S o O I . 0,-5%0,=0 > Q=
O -6 0 o | ﬂof‘gﬂt—%azw%“o:o
- Q; 15 a pfé’f' Vaniuble
Sol, s¢k - (} (0,90, ) | 04 € |R3
= 1 4(00,0,1)] 6, eR]
Z(T‘) = SPC\n r\5 (0;0,0,]) }

=~ Sol, S@J‘OP— T - sPun}x’ﬁi i

R

(ii2) Roug ()

el (M)
S pan 3 (uz)e (<1,01)  (12,-1) 3

Ranae(ﬂ = SP“} (X¥x+2 ) —x240, xﬂw—i)] (/

i

h

N i

(W) Does (—?,3,") l:.glouﬂ f Raﬂﬂf (T\) 4

—

M\ ||_G o—| = F—ﬂl —> zZ v - Oﬁ‘ a, = | +|
||
| 3 | I o 2 ol ‘ 3
o, | | | .
i L ot U offoe] ]
1% | | = 7
e a |
_

Sel. ser = %(‘2 -V qg) |6, ¢ iRj > Sol sob = 3 (—2—%x+—§x’+ﬂsxz)|“zeﬂ}
- T
Since there exist’ (Clo, Q,,0a,, qs) such el (-1.3 l) € R“““(T‘) ’

Hen thete exisl pofdnomaml G+ O, X + A x4 O,,)(3 Such thal 3434 x° eﬁ“““’ﬁ)-
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Question (1)
T:fo R
) T(x*) =4
T(RX) =z L}

L T(XH): -4

(a) T lﬂ;—> IR
T(1,0,0) =1
Z T\( ¢,2,0) =\

T\(OIL,{) :_L’

_\4‘(3‘); T\(\,Q,o) = 4
(&) = T(ohe) = T(2(29) = $T(0n0) = §0) = 2
T(&) - T\(QJO)I) = T\(-li((’/l’“)*(‘b)‘)’)) S *%T\(Q,z,u).y\_\(u,l,l)

A S R CU ) IR S VI

e @) Tif’a)

M = v 2 _g}

v



=L ]

= 0,4 20,-60, =0

~ QZ= ‘201+60

°o > 4, % q, ofe ﬁfoe \Jmitx\:les.

Sa\, sk 2(7) = 3 (*20& (o) 0,,9 )! Clp%ﬁll{g

} a, (_2/|)0) + ob(g/o)l) l a, % ek

= SPOH% (~2,l,0): (C,o,l)g

2T = P Cann) e (an, )3

e



- © H-Yoebh | T@:T}

T(QB =N - T(“zxzfa.)(+ac)=ﬁ

T 0+ 20,-60, =T ﬂ&

—, A, = T-20+ 64, y 0,%0, are pfee vatialsles .

= Sel. seh (T) :3(W—?a,+éao,a,, %1

> Selseb(T) = } ( (TF—za,+€a) +0,X + 0o ) }a,,a.,en?]

> H:} (‘n-za,+éa°)xl+a,x+ ao/ ql)an e’ﬁj

’11/
F g

ﬂb%‘c’ ’qulr ﬂkz)::\ Hence W’ﬂ’)ﬁ):ﬂ”,

ng w (ca (’Tﬂ iﬁx +m)mé3ﬁ;}
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MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

Assignment, IV, MTH 512 , Fall 2019

Ayman Badawi

QUESTION 1. Form a basis for Hom(P,, R>*?).

QUESTION 2. Let V be a vector space such that IN (V) = 8. Given W, K are subspaces of V such that IN(W) = 5
and TN (K) = 4. Find all possibilities of TN (W N K). (Note that IN() = dim())

QUESTION 3. Let T : P* — R3 be a linear transformation such that T'(f(z)) = (fol f(z) dz, f'(0),0)
(0.5a) Find the fake standard matrix presentation of 7.
(a) Find Range(T) [Hint: one way is to find the fake 7]
(b) Find Z(T) [Hint: again, you may make use of 7"]

QUESTION 4.Let T : R* — R* such that T(ay,as,a3,a4) = (2a; + a3,0,a1,a;) and F : R* — R* such that
F(by,by,b3,b4) = (by + ba, —3b; — 3by, b3, 4b3). Then we know that T + F : R* — R* s a linear transformation.

(0.5a) Find the standard matrix presentation of 7'+ F

(a) Find Range(T + F)

(b) Find Z(T + F)

(1.5b) Find the standard matrix presentation of 7"

(c) Find Range(T?)

QUESTION 5. (a) A matrix A, nxn, is called an idempotent matrix if A> = A. Assume that A is a nontrivial idempotent
matrix (note that the zero-matrix n x n and I,, are called trivial idempotents). Convince me that the homogeneous system
AX = 0 has infinitely many solutions.

(0.3a) Let A be an idempotent matrix, n x n. Convince me that I — A is an idempotent matrix.

(b) A matrix A, n x n, is called a nilpotent matrix if A" = 0 — Matrix, for some positive integer m. Convince me
that A + I,, is an invertible matrix.

Faculty information
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Assigpment IV
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Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

Assignment, V, MTH 512 , Fall 2019

Ayman Badawi

QUESTION 1.Let T : V — V be a linear transformation. Given B = {b;,b,,b3,bs} is a basis for V such that
T(by) = by, T(by) = b3, T(b3) = bg, T'(bs) = —b1 + 2b3.

(i) Find Mp.

(i) Convince me that T~! : V — V exists. Then find T='(by), T~ (b2), T~ (b3), T~'(b4). [Note that T~! exists iff T
is one-to-one and ONTO iff |Mp| # 0]

(iii) Find all eigenvalues of 7' . For each eigenvalue a of T, find E,(T") = {v € V | T'(v) = av}, and write it as span.
(iv) Find all eigenvalues of T~ . For each eigenvalue w of T~!, find E,,(T~!) and write it as span.
(v) Find Cr(«) and my(alpha).
(vi) Convince me that 7" is not diagnolizable.
(vii) Find C.'(«) and mqp—i ().

(viii) Define F : V — V such that F(v) = —T*(v) + 2T?(v) for every v € V. Then F is a linear transformation (DO
NOT SHOW THAT). With minimum calculation, convince me that F'(v) = v for every v € V, i.e., F is the identity
map on V.

(ix) Let F : V — V such that F(v) = T + I for every v € V. Then F is a linear transformation (DO NOT SHOW
THAT). With minimum calculation, convince me that F~! does not exist.

QUESTION 2. Let T be a linear transformation from V into V such that IN(V) = 5 (note that IN(V) = dim(V)).
Convince me that there exists a real number « and a nonzero element v € V such that T'(v) = av.

QUESTION 3. Give me an example of a matrix A, 3 x 3, such that C4 (o) = m4(«) and A is not diagnolizable.

QUESTION 4. Give me an example of a matrix A, 3 x 3, such that C4(«) = m4(«) and A is diagnolizable.
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2.12 HW VI



Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

Assignment VI, MTH 512 , Fall 2019

Ayman Badawi

QUESTION 1. Let T : R* — R? such that T(a, b, ¢) = (a + b,3c + 2a, 6¢ + 4a) Find a formula for T*.

QUESTION 2. Let M = span{l,z?}. Then M is a subspace of P;. Define < , > on P, such that < fi, f» >=
fol fif> dx. Find M+. Note that M~ is a subspace of P,

QUESTION 3. Define < > on R? such that < (a1, b1), (a2, by) >= ajay +0.5(arbs +axby) + %blbg. Convince me that
< > is an inner product on R?.[Hint: One way is to verify the 3 axioms...boring calculations or stare a little: Observe
that P? is R? as vector spaces (a, b) is a + bx in P, also < fi, f» >= fol f1f> dx is an inner product on P,. Now translate
this inner product to R%. Done]

QUESTION 4. Let ay, ay, ..., as, by, ba, ..., b5 be some real numbers. Convince me that (ajb; + aby + ...,a5b5)2 <
(a?+ a3 +...+a2)(bT + b3+ ...+ b%)

QUESTION 5. Let V be an inner product space. Convince me that ||v + w|| < ||v|| + ||w]| for every v,w € V/

QUESTION 6. Let D = Span{1,z*,*}. Find an orthonormal basis of D, where

< fi, fr >= fol f1f> dz. [Note you will use the same idea as we did in dot product earlier, but here use < , >, so
w; =1, wy = v — %wl (vs here is %) and so on... same algorithm as in the case of dot product. Then make them
Orthonormal.

QUESTION 7. Given
c

] is positive definite. Find all possible values of a, b, c.

QUESTION 8. Given 1 — 2x,v5,v3,v4 is an orthogonal basis of P, where < fi, fo >= fol fifs de. Then 423 =
c1(1 —2x) 4+ vy + c3v3 + c4v4. Find the value of ¢;.

Faculty information

Ayman Badawi, Department of Mathematics & Statistics, American University of Sharjah, P.O. Box 26666, Sharjah, United Arab Emirates.
E-mail: abadawi@aus.edu, www.ayman-badawi.com



70 TABLE OF CONTENTS

23 Solution to HW VI



4 MTH S12- HW6
Tobmah Nodullah

~900 3s1%l-
Queskian(4).

—FTQJ MT:
(@) = T(yo0) = (1,2,Y)

() = T((),\,O) = (\,Q,O)
T(&) = T(o0)) = (9,3,6)

M

2 0

KR

beprne T*: RP— R .

tolo
7= 3

2 T*(G,\O,C> = (0‘{’2'()4—"‘( ) &, 35+GC> ‘




- Queston?).

.
Lt ve M, lhen <IVY =0 wmd <XV> = o
e Ve Mt ad Mtis g subepace J B,
{'lﬂQY\ \)QPq.

3
HQ“CQ, V = O+ GXx 0, %% O X

_\RQV\ we have i

<‘)V> = < \ ) 0°‘+ Q‘X'\- OZXZ'\‘ 03X3>
|
B J (q°+avx+ﬂle+01>‘3>°‘X

8
= ]
2 B Y
OoX + Q; X X ax}
L +tl+07——%‘+ 3 — o
Q

]

4

Q, Q2 Uz
—_— —_— 4 2 —
o+ 2 + 3 Lj o

X5y = XY, Qox QX 4+ QX3 357 >

W

\ .
() (00 10084 037 d
0

- j (GQXZ+ 0\X3+ le“\+ QSXS) OQX
@ —




Naws, Ml iy the  soluion sok ,,2

a Q a

00+_J‘7:_‘_ %+Tl =0

& Q, 0, (

3 +T"+ ?+——g—- - o
I -
I I S R | T 7 -
| 23 q\ Qo _1© |LoLo -
‘ - - 2 3 0y 0

LoL L loa |, .

Y S ( 1 L 1 -

- 6—'\ \ ‘_J 34y 5 -QL 0]
\Gz\ -
|
L% |
e (14 e
__%
o | :é [ }o
00+'20,+'qz+la,> o —>Q=-L0_\_Q _Lq
3 L‘ 4 > V3 (AR
Cl.+'\-ioz+03 =0 > e —‘\éoz_q,)
_-L(-le \ _L !
01 \S OQ(QQ \lcu{c\\olg s ZK !§0‘2 . 200707

SO, Sol.ser :X) K...\..Ql_‘__}_‘

0,, eq,-
T R = a4, q;qu,(‘;) Clz,a;e!Rj




| Quesli»n 3).

) ,gx iy an nner Prozuc’ on f)

And  since K »f‘ven IK 2 (ab) > P, . (a+ bx) .

Honce < (04l (ayrb, %), f Ukt )(0r +box ) d x

= S (a,o,+0‘b.l><+ Obyx + bbo XY dx

o0

. 3 (0,0, +(a.bz+u,b,)x+ bbsx*) dlx

|
= | ag,x « (0berob)x® be}
L 2 3 o

= Chqz + _O_lbl't.qz.k)_‘ = blbl

-
—

2. 3

Since < (atbyx), (U+byx)y = 00, +i((‘o.|o,_+0b,)+,’_ bloy

is on ner Product, then < (45%1) 5 (a,,b2) = 00, 43 (0br0eb)) + 7 bby
IS C\\So Gn Tnney produc" (cluuz b the \sommphc).



Queshon (4).
Lok Q = (0,0,0y,04,05)
Qzl (‘L'Jl;bz,bi;lo”/bg)

) ‘neaunalc ey c\,F
Now, (—Q“Cvt‘j’S’ChWﬂ& ineiualté Slaf rl'

<®|1®1\/2 \< <®I)Q,7' < QZ'Q1>

= [@..Qz*]ls (@) (6..60)

2
= S A / N o
g ,"/ Eu\)oila‘ilaq ’OYJ \D'\‘ \ \< |‘ [0')01105/0‘1 /af‘l o \\\y ’:bubz,b}/ b‘h"f"rb
J bz 1 Q, ‘»‘
3

( bz |
a : b 1

b \ 3|

‘,. b; | Oy | /‘\ b‘:
l 4 \ ‘ | _
\ | \ Os || L bog
\ L o] i L2

— (Olb.+azbz+03(og +aqbq+a;b;)15 (G|Ol+"‘ ,+q§aﬂ (b,b,+ el \acky)

. <a,b,+0zbz+a}bs+aqbq+asbr)zf (Q;L+~- - +Q;)(\D|I+ ~--+ LJ;) .




 Guetin®

Tram QQM\“(\' Chwal v Tneay \«k’} e Knous ek B wueV
We have <y st £ LUy < W
thel ¢ <wuwyt s ul™ i wh®

thab 5 | cuuy| < ulf{wi

\ow , e have

VWi = < Vew, V4w y

_ &
= N

NAW, Y D> + <Vyw, W >

SNND + KW 4 VWY 4 <,w>

KLY + <V, W)H 4+ <V, w> + <W,w >

= N>+ 2<4V,Wr 4+ <w,w >

h

Vil 4 2 <vwy + Nwll®

s vswi®

||Vl|2+ 2 <V, + (wll®
Since | <u,wa | ¢ ufiiwll | ten

Nvswl® ¢ Bvlzs 2 ful wil + fwk®

lvswit < (lvi+ \\\u\l)l

fuswl s M+ lwl o




@uestm (©)
O_TH\o(bonC& P)WS%

Q, Qaz Ga"ﬂ
D: SPQ“% l) X / X }
m': Q\ = A
mzl Q, - LQ?"N‘).\U‘ = Q, - <Q,Ww,>
| LWy, Wy >
_ x3 <X3)l> (‘) 3 j'xadx ()
) - S .y
A 1 dx
. 7
= X - [?—o - X Lq g o= A
) ()
X1, |
w = B QQS} wz>‘ W. _ \Q%,b\h? w
3 TR Y
o <QyWo o 4Quwy
< Wy B, L)Wy
_— <>(q,xg-¢"> (Xs‘_w_ KXyt 0
xXEg, x4 U
\
\-‘
47,3 X elx
_ XV JX(X"‘?)O’X.(XZ_‘V - ‘J\ .- (\)
oJ (x> {T)ldx °S
8 s "
Y X X =
= X _ & " 20 o (x} ') Li_l) k‘)




I L I S I
ST (-5)- 5
woo iMooy
S &0 Y
b I 1T I ‘
X - — i
s T30
Ofﬁlonofma& %Mis:
L W
“ Wt \/<w.,w,>

° er” = V<w,wy = VT =1

F- = -
)
v W W -
1_ - ——————
” w7 “ V<wl;wz.)
® szll - Vw,,wo = \l /IIZ P
5 & .
FZ = _-)—(j H = iﬁ Xs- \E‘_
ERES 5 3
a3
_ \0; _ s
> Nwsll V< Wg,Ws)
V 1
] ”W;H: <Ws, Ww,> = \/./900 = _!3_6
vy 3

~Te 3
F5= X |qx+3° = BOXq—Z%Xﬁ—‘




Since A is Positive delnit , then b=-3
and  0c-b*>o , then ac-9 >0

(mc) we Knouu Q/C >°

hence  ac > 9
Quuestion (%)

Selve (L\Xq’, 22X Y = L C(\=2x)+ Ve + GV + Gy 5 1= 2X >

|
o WX, L2y = | 4l(an) dx

Y $7°
- yx _ 38X
)
'L‘ (8§\
SRS L)
S -
-3




o ¢ (1-2x) + GVo ¢ SV + GVy 5 22X

= < G(1-2x), 1-2X Y + < €Ve, 1-2Xy 4<C3V5, 1=2X 5 + 4 CVy, l-2xy

-
-

QL 1=2%, 1-2X > + Cp {7

2x>+ C;{\Vss Zoxy+ G K

Stace 1=2x and Va2, V3, Ny afe o(\\\ojoml ('“\Qn Yheir Taner

n

(4

Soi,

peoduch is ea\/\xul R Zero .

q < 1-2x, 1-2x>

c, J"( 1-2%)%dlx

C L\—%+i3]
lc,
we have
-2 = L
S
G = =

VT




TABLE OF CONTENTS

81

24« HW VII



Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

HW 7, MTH 512, Fall 2019

Ayman Badawi

QUESTION 1. A matrix A, m x m, is nilpotent if A” = 0 for some positive integer n. Let A be a nilpotent matrix 7 x 7
such that m 4 (o) = o® and IN(Ey(A)) = 3. Find all possible Jordan forms of A.

Find C4(a).

QUESTION 2. Consider the normal dot product on R™. Let A be a symmetric matrix over R. Convince me that all
eigenvalues of A are real[ Hint: Define 7' : R — R" such that for every Q = (aj,ay,...,a,) € R", T(Q) = AQT.
What is 7*? and use similar argument as in class]

QUESTION 3. Consider the normal dot product on R". Let A be an orthogonal (unitary) matrix (i.e, AT = A~") over
R. Convince me that if @ € C is an eigenvalue of A, then |a| = 1.[ Hint: Define T : R™ — R™ such that for every
Q = (a1,az,...,a,) € R*, T(Q) = AQT. What is 7*? and use similar argument as in class]

QUESTION 4. Consider the normal dot product on R™. Let A be a matrix (of course n x n) such that A is nonsingular
(i.e., invertible) and AT = A over R. Let B = A%. Convince me that BT = B, B is invertible, and all eigenvalues of B
are real and each eigenvalue is strictly larger than O (i.e., B is positive definite, so now you know how to construct positive
definite matrices for every n x n matrix). [Hint: Define 7' : R™ — R™ such that for every Q = (a1, ay,...,a,) € R",
T(Q) = AQT and note that < T2(v),v >=< T(v), T(v)? why? ]

QUESTION 5. Given that A, n x n and the Jordan form of Ais J = J\” & Ji" & Y & J* © ). Find the value of n,
ma(a), Ca(a), IN(FE,(A)), and IN(Eg(A)). (note IN(something) means dim(something)). Is A diagnolizable? why?

QUESTION 6. Given a matrix A4, 5 x 5, with C4(a) = (a — 3)*(a +4)? and ma(a) = (a — 3)(a + 4)? . Find the
JORDAN form of A. For each eigenvalue a of A find IN(E,(A)) (i.e., find dim(E,(A)).

QUESTION 7. Consider the normal dot product on R". Let A be a matrix (of course n x n) such that A” = A over R.
Assume that for some nonzero points @ and Q, in R", we have AQ{ = aQT and AQY = bQ? for some real numbers
a, b such that a # b.Convince me that ); and @), are orthogonal. [Hint: use some hints from above!]

QUESTION 8. Give me an example of a matrix A such that C4(a) = m4(a) = (o — 1)*(a + 5)°. For the matrix A
that you constructed, for each eigenvalue a of A find IN(E,(A)) (i.e., find dim(FE,(A)).
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Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2018, 1-1 © copyright Ayman Badawi 2018

HW 8, MTH 512, Fall 2019

Ayman Badawi

QUESTION 1. Let A be a skew-symmetric matrix (i.e., AT = —A),2019 x 2019. Convince me that A is not invertible.

QUESTION 2. Let A = J\” @ J* @ J\". Find the rational form of A.

QUESTION 3. Let T : V — V be a linear transformation. Consider the linear transformation F' = T2 + 5T + 20191 :
V — V. Let W = Z(F). Convince me that T'(w) € W for every w € W.

3 6 3
QUESTION 4. Find the Smith formof | -3 0 3] (i.e., find D, R, C such that D = RAC (see class notes))
-3 -6 0

QUESTION 5. Let A =

S O O O N
S O O N A
S O N O s
S WO O N
W N O O

1) Find C4(z)

2) Use your favorite software and find m 4 ().

3) For each eigenvalue a of A find IN(E,) (i.e., Find the dimension of the eigenspace of A that corresponds to the
eigenvalue a).

4) Find the Jordan form of A

5) Find the rational form of A.

QUESTION 6. 1) First show that m 4 (x) = m4r (x) of course A is n x n(so EASY).

2) Assume A, B, C are n X n matrices such that A is similar to B and B is similar to C' (Recall that M, N are similar
iff there exists an invertible matrix @ such that M = QNQ~"). Convince me that A is similar to C.

3) Now BIG result Show that if A is an n x n matrix. Then A is similar to AT (waw waw result) [Hint: We know
that Cy(z) = Cyr(z). By (1) we know ma(z) = mr(x). We know IN(E,) when a is an eigenvalue of A equals
to IN(E,) when a (same a) as an eigenvalue of AT (not matter if a is real or complex number). Now what can we say
about the rational form of A and AT ? then use (2), just a beautiful result with easy proof]
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213 Handout on Jordan and Rational forms
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31 Exam One



Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2019, 1-5 © copyright Ayman Badawi 2019

Review Exam one MTH 512, Fall 2019

Ayman Badawi

1 02 -1 1
QUESTION 1. Let Abe a3 x 5 such that A {}3 B —-Rpb+R3;—R; D=0 1 2 0 3
000 1 2
x
i) -1
(i) Find the solution set to the system A [z3| = | 1 | [Hint: Note that the solution set is a subset of R’ and think! ].
Ty 6
Zs

(i) Find Elementary matrices F, F such that £y E, A = D



2 Ayman Badawi

b2yt =1 oppt 01424 . Find the matrix D without doing the actual multiplication of
0 1|0 1]]0 2||-2 1|4 2

these 5 matrices [Stare well and think!]

(i) Let D =

QUESTION 2. (i) Let A be an n x n invertible matrix. Convince me (i.e. prove) that if « is an eiginvalue of A, then
a~!is an eigenvalue of A~!. Also, convince me that £, = E,_1.

(ii) Given A is a3 x 3 diagnolizable matrix with eigenvalues 2, -2 such that £_, = span{(1,2,3,),(—1,—-2,—-2)} and
E; = span{(—1,-1,-3)}.

a. Find |A| and Trace(A)

b. Find a diagonal matrix D and an invertible matrix @ such that D = QAQ~" (Do not calculate Q).

c. Find Cy-i(«).

d. Find C 4. and calculate A%



Review Exam one MTH 512 , Fall 2019 3

(iii) Let A be an n x n matrix. Suppose that there is a real number r such that the sum of all numbers in each column of
A equals r. Convince me that r is an eigenvalue of A.

(iv) Let A be a 13 x 13 matrix. Convince me that A must have at least one real eigenvalue.

(v) Let Abea4x4 matrix and Ca(a) = (a—3)?(a—2)? such that B3 = span{(2,1,1,1)} and E; = span{—2,1,0,1)}.

I A
. . 2 T2
a. What is the solution set to the system A =5 ?
I3 X3
T4 T4

b. Let F = 514 +2A~! + 3A. Give me a nonzero point @ and a real number a such that FQ” = aQ7.



4 Ayman Badawi

—cs ap a3 —2c as 2 4 4 2 4
QUESTION3.let A= | ¢35 b, b3 —c; bs|.Given Aisrow-equivalentto B= [0 1 1 3 1
C1 -2 c3 —1 Cs 00 0 0O

(a)Find the matrix A.
(b) Find a basis of Col(A).

QUESTION 4. Given B = {(0,1,1),(1,0,—1),(2,-2,—1)} is a basis for R* and Q = (2,6, —1) € R*. Find [Q] .



Review Exam one MTH 512 , Fall 2019

QUESTION 5. Let D = {(3a+5b+2, —2b+ 1, 6a+8b+5, 6b—3, 3a+3b+3) | a,b € R}.
(a) Convince me that D is a subspace of R°.

(b) Find an orthogonal basis of D.

2 4 1 -3

-2 b b b
QUESTION 6. Let A = 5 24 3 * 1. Assume that a point Q = (z1, 22, x3,x4) is selected randomly from
- - C3 C4

-2 -4 -1 ds

n

R*. Find all possible values of b, b3, by, c3, ¢4, d4 so that the system A ¥
Y3

Y4

= QT has a unique solution.
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32 Solution to Exam I



Name , ID

MTH 512 Graduate Advanced Linear Algebra Fall 2019, 14 © copyright Ayman Badawi 2019

Review Exam one MTH 512 , Fall 2019

Ayman Badawi

1 02 -1 1
~~ —_—
QUESTION 1. Let Abea3 x 5suchthat A 2R, B —-Ry+R3;—R; D=|0 1 2 0 3
000 1 2
x|
i) -1
(i) Find the solution set to the system A [z3| = | 1 | [Hint: Note that the solution set is a subset of R> and think! ].
T4 6
s
-1
SOLUTION 1.1. We need to form the augmented matrix. Note that A is the coefficient matrix. Hence [A| | 1 |]
6
is the augmented matrix. By hypothesis A is reduced to D by row operations. Hence here we go
-1 -1 1 02 -1 1 ] -1
~~ — —_——
[Al| 1|] 2R, B||2|] -Re+R3—R3 D=0 1 2 0 3 | 2 R3;+R — R F=
6 6 000 1 2| 4
1 0201 | 3
0 1 2 0 3 | 2|.Hencewe stop and read
00012/ 4

(ii)

(iii)

1 =3 —2x3 —x5,0p = 2 — 223 — 3x5,24 = 4 — 225. Note x1, xp, x4 are leading variables and x3, x5 € R (free
variables).

Thus the solution set = {(3 — 223 — xs, 2 — 223 — 3xs, a3, 4 — 2xs,25) | x3,25 € R}

Since the system is not homogeneous, the solution set is a SUBSET of R> but NEVER a subspace of R> and hence
it cannot be written as span. Also; note that we cannot talk about independent number (dimension) [since it is not
a Subspace].

Find Elementary matrices F1, F, such that £y Fy A = D

SOLUTION 1.2. By staring at the row operations from A to D and E|E, = D, we see that the first row oper-

1 00
ation corresponds to E, and the second row operation corresponds to . Hence £, = [0 2 0| and F| =
0 0 1
1 0 O
0O 1 O
0 -1 1

0 1{|0 1(1]0 2(-2 1|4 2
these 5 matrices [Stare well and think!]

1 2|1 —=1{(1 O||1 0|2 4| _. N .
Let D = [ ] [ ] . Find the matrix D without doing the actual multiplication of

SOLUTION 1.3. By staring, we observe that the first 4 matrices are elementary matrices. Hence

2 4 4l o~ 4] ——
R+ R = R R "Rt R o R
[4 ’ 1+ Ry 2 0 -6 2 0 12 >+ Ry 1
2 16] m—mm —— 2 -3
R+ R — R -D
[0 12 2= —121




2

Ayman Badawi

QUESTION 2. (i) Let A be an n x n invertible matrix. Convince me (i.e. prove) that if « is an eiginvalue of A, then

(ii)

(iii)

(iv)

a~!is an eigenvalue of A~!. Also, convince me that £, = E,1.

SOLUTION 2.1. Since a is an eigenvalue of A and A is invertible, we conclude that ¢ # 0 and there exists a
nonzero point Q in R"™ such that AQT = aQ”. Multiply both sides with A~!, we get QT = aA~'Q. Thus
A71QT = LQT. Thus 1/a is an eigenvalue of A~".

As we learned from Elementary Math, to show that two sets , say F, K, are equal, we need to show that F C K and
K CF.

Hence we need to show that £, C E,-1 and E,-1 C E,.

So, let Q € E,. We show Q € E,—i. Thus AQT = aQ™. Multiply both sides with A=, we get Q7 = aA~'Q.
Thus A~'QT = LQT. Thus Q € E,-1. Hence E, C E,-1.

Now let W € E,-1. We show W € E,. Hence A~'W7T = LT Multiply both sides with A. Thus W7 = LAWT.
Hence AWT = aW7T. Hence W € E,, and therefore E,+ CFE,. Since E, C E,~1 and E,-1 C E,, we conclude
that £, = F,.

Given A is a 3 x 3 diagnolizable matrix with eigenvalues 2, -2 such that £_, = span{(1,2,3),(—1,-2,—2)} and
E; = span{(—1,-1,-3)}.

a. Find |A| and Trace(A)

SOLUTION 2.2. Since A is diagnolizable, by staring at F_, and F, we conclude that 2 is repeated once and
-2 is repeated twice. Hence IAl = (-2)(-2)(2) = 8. Trace(A) =-2+ -2+ 2 =-2.

NOTE that A is diagnolizable is not needed in this question! right?

b. Find a diagonal matrix D and an invertible matrix @ such that D = QAQ~" (Do not calculate Q).

-2 0 O
SOLUTION 2.3. As explained in class, many possibilities. For example: D = | 0 2 0|, Q =
0 0 -2
I -1 -1
2 -1 =2
3 -3 =2

c. Find Cy-i ().
SOLUTION 2.4. From question (2), we conclude that 5!, 5!, 1 are the eigenvalues of A~!. Hence C 41 (o) =
(a+ 1a— 1)

d. Find C > and calculate A2.

SOLUTION 2.5. Let @, D as in Solution 2.3. Hence Q' D@ = A. Thus Q' D?@Q = A?%. Stare at D*>. You
observe that D? = 413. Hence 4Q~'I5Q = A%. Hence A? = 41;. Thus C g2 (a) = |al3 — 45| = (a — 4)3.

Let A be an n x n matrix. Suppose that there is a real number r such that the sum of all numbers in each column of
A equals r. Convince me that r is an eigenvalue of A.

SOLUTION 2.6. Consider the matrix A”. Then the sum of all numbers in each row of A7 equals r. Hence

1 1
1 1

AT | | =r | |. Thenris an eigenvalue of AT. We know that AT and A have the same eigenvalues. Thus r is an
1 1

eigenvalue of A.

Let A be a 13 x 13 matrix. Convince me that A must have at least one real eigenvalue.

SOLUTION 2.7. Note that the degree of C'4(«) is 13. So we set C4(a) = 0. Common knowledge (public
knowledge) every polynomial of odd degree must have at least one real root. Thus A must have at least one real
eigenvalue.



Review Exam one MTH 512 , Fall 2019 3
(v) Let Abea4x4 matrix and Ca(a) = (a—3)?(a—2)? such that F5 = span{(2,1,1,1)} and E; = span{(-2,1,0,1)}.

T 1a|
. . i) i)
a. What is the solution set to the system A =5 ?
x3 3
T4 T4

SOLUTION 2.8. By staring at C'4 (o). We conclude that 5 is not an eigenvalue of A. Hence the solution set
is {(0,0,0,0)}.

b. Let F = 5I; + 2A~" + 3 A. Give me a nonzero point () and a real number a such that FQT = aQ.

SOLUTION 2.9. Fist observe that A~! exists, since |A| = (2)(2)(3)(3) = 36 # 0. Choose any nonzero point
Qin E; or E5. We Know from solution 2.1 that Q € E% or @ € E, (note E% and E% are eigenspaces of A~1).

Let us choose @ = (—2,1,0, 1) € E,. Then
FQT = [5I, + 247" +34]Q7 = 5LQT +2A7'Q7 + 34Q" = 5Q7 + 2(0.5Q7) + 3(2Q7) =
57 + QT +6QT = 12Q7 (i.e., 12 is an eigenvalue of F).

wal—

—cs ay a3 —2c as 2 4 4 2 4
QUESTION3.Let A= | ¢35 by by —c; bs|.Given Aisrow-equivalenttoB= |0 1 1 3 1
C1 -2 C3 -1 Cs5 00 0 0 O

(a)Find the matrix A.

SOLUTION 3.1. Note A; means the ith column of A and ; A means the ith row of A

By staring, Row(A) = span{(2,4,4,2,4),(0,1,1,3,1)}. As explained, each row of A is a linear combination of (2,
4,4,2,4),(0,1,1,3,1)

Hence 3A = (¢1,—2,¢3,—1,¢5) = a(2,4,4,2,4) + b(0,1,1,3,1) = (2a,4a + b,4a + b,2a + 3b,4a + b). Find a, b.
Hence 4a +b = —2 and 2a + 3b = —1. Now solve! we get a = —0.5 and b = 0. Thus 34 = (—1,-2,-2,—1,-2).
Hencecy = —1,¢c3 = =2, ¢c5 = —2.

Similarly ;A = (=2,b2,03,1,b5) = a(2,4,4,2,4) + b(0,1,1,3,1) = (2a,4a + b,4a + b,2a + 3b,4a + b). Find a, b.
Hence 2a = —2 and 2a + 3b = 1. Now solve! we geta = —1 and b = 1. Thus ;A = (-2, -3,-3,1,-3).

Similarly 1A = (2, a2, a3,2,as) = a(2,4,4,2,4) + b(0,1,1,3, 1) = (2a,4a + b,4a + b, 2a + 3b,4a + b). Find a, b.
Hence 2a = 2 and 2a + 3b = 2. Now solve! we get a = 1 and b = 0. Thus 1A = (2,4,4,2,4).

2 4 4 2 4

Hence A= (-2 -3 -3 1 =3]|.

-1 -2 -2 -1 =2

(b) Find a basis of Col(A).

As explained, to find a basis for Col(A). We stare at B, we locate the columns in B that have the "leaders". Here we
see that the leaders are located in By and B,. Thus we MUST choose A;, A, from A to form a basis for Col(A).

Hence a basis for Col(A) is Badawi = {(2,-2,—1),(4,-3,-2)}.

Hence Col(A) = span{(2,-2,-1),(4,-3,-2)}.

QUESTION 4. Given B = {(0,1,1),(1,0,—1),(2,-2,—1)} is a basis for R* and Q = (2,6, —1) € R*. Find [Q] 5.

SOLUTION 4.1. Form a matrix P, 3 x 3, where each column of P is a point in B. Now you may solve the system
PX = Q7. Then the point in the solution set is [Q] 5. Another way, find P~!. Then P~!QT = [Q] .

QUESTION 5. Let D = span{(3a +5b+2, —2b+ 1, 6a +8b+5, 60— 3, 3a+3b+3) | a,b € R}.
(a) Convince me that D is a subspace of R>.

SOLUTION 5.1. As explained, D will be a subspace "if each coordinate can be written as linear combination of linear
variables." There are many ways. For example: Let w = 3a + 50+ 2,v = —2b+ 1. Note that w,v € R (since a, b in R).

Hence 6a + 8b+ 5 =2w +v,6b —3 = —3v,3a+3b+3 = w + v.
Thus D = span{(w, v, 2w+ v, —3v, w+v) | w,v € R}. Hence D = span{(1,0,2,0,1),(0,1,1,-3,1)}

(b) Find an orthogonal basis of D.

SOLUTION 5.2. Just Use Gram Schmidt Method.



4 Ayman Badawi

2 4 1 -3
-2 by by b . .

QUESTION 6. Let A = 5 4 . Assume that a point Q = (z1,z2, 73, 74) is selected randomly from
— — Cc3 C4

2 -4 —1 dy

Y
R*. Find all possible values of b, b3, by, c3, 4, d4 so that the system A 21— QT has a unique solution.
Y3
Y4
SOLUTION 6.1. We know that the claim will be correct iff |A| # 0. So we set |A| # 0. So let us calculate | A|.
2 4 1 -3 2 4 1 -3
-2 by b3 by 0 bp+4 bs3+1 bs—3
A= Ri+Ry— Ry Ri+R3;—Rs Ri+Ry— Ry B= .
-2 -4 o« ! ? 2 ’ > N * 0 0 c3+1 e4—3
-2 -4 -1 d, 0 0 0 ds —3

Hence |A| = |B| = 2(()2 —I—4)(C3 + 1)(d4 — 3)
Thus |[A] #0if by # —4, ¢35 # —1,ds # 3, b3, bs, ¢4 € R.
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Ayman Badawi

QUESTION 1.Let 7' : V — V be a linear transformation that is invertible, where V' is an inner product vector space
over R. Assume that 7* = T~!. Convince me that < T'(v), T(w) >=< v,w > for every v,w € V.

QUESTION 2. Let T be a linear transformation from a vector space V over R to R such that T'(vi) = 2, T(v;) = 4,
and T'(v3) = 7, where B = {v;,v2,v3} is a basis of V. Convince me that there is a UNIQUE point @ € R* such that
T(v) =< Q, X >, where X = [v]p (the coordinate of v with respect to B), and < , > is the normal dot product on R>.

1 2 4 6 =2
2 4
QUESTION 3. Let T : Ps — R*such that M BB = g 48 2 150 be the matrix presentation of 7" with respect

3 6 12 18 -6
to B={o* 1+a* 1+ +2*23+2% 2>+ 24 and B’ = {(2,4,6,6),(~2,4,6,6),(—2,—4,6,6), (-2, —4,—6,6)}.
(i) Find the fake standard matrix presentation of 7.
(ii) Find T'(422 + z*). Then find all (describe all) elements in Ps, say v, so that T'(v) = T'(42? + 2*).
QUESTION 4. Given B = {1, T»,T5, 14} is a basis for Hom(P,, P»), where T} : P, — P, such that T3 (a; + apz) =

(a1 + az) + ayxz and T; : Py — P, such that Th(a; + ax) = (a1 + az)z. Find T5 and Tj. (i.e., you must show that
Ty, T»,T3,Ty are independent)

QUESTION 5. Let V be an inner product space over R. Convince me that |[v+w||*> = ||v||*+||w]||* for every orthogonal
elements v, w € V.

1 1 1 0
QUESTION 6. Let W = span{A = 0 O] VK = 0 1] } Find a basis for W+ (note < A, B >= Trace(BT A))
QUESTION 7.Let T : R* — R* be a linear transformation (operator) such that the matrix presentation of 7" with
0 0 0 —4
. . 1 0 0 O
respect to the basis B = {(1,1,1,1),(-1,1,1,1),(-1,-1,1,1),(-1,-1,-1,1)} is Mg = 010 5
0 0 1

(i) Find Cr(z) and mp(z).
(ii) Convince me that T is diagnolizable.
(iii) Find the standard matrix presentation of 72

(iv) Let F = 572 — T* — I (then F is an operator from R* into R*). Convince me that 3 is an eigenvalue of F. Find an
orthonormal basis of E5(F).
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Exam TWO, MTH 512, Fall 2019

Ayman Badawi

QUESTION 1.Let 7' : V — V be a linear transformation that is invertible, where V' is an inner product vector space
over R. Assume that 7* = T~!. Convince me that < T'(v), T(w) >=< v,w > for every v,w € V.

Proof. Let v € V. Then < T'(v), T(w) >=< v, T*T(w) >=< v, T~ 'T(v) >=< v,v >

QUESTION 2. Let T be a linear transformation from a vector space V over R to R such that T'(vi) = 2, T(v;) = 4,
and T'(v3) = 7, where B = {v,v2,v3} is a basis of V. Convince me that there is a UNIQUE point Q € R* such that
T(v) =< Q, X >, where X = [v]p (the coordinate of v with respect to B), and < , > is the normal dot product on R>.

a
Proof. Let v € V. Then v = avy + bv, + cvs. Hence [v]p = |b|. Now Mp = [2 4 7] is the matrix presentation
c
of T with respect to B. Hence T'(v) = Mp[v]g. Thus let Q = (2,4,7) € R®. Then T(v) =< @, [v]p >. Now we show
1
that Q is unique. Assume F = (m,n,d) € R? such that T(v) =< F,[v]gp >. Then T(v;) =< F, |0| >=m = 2,
0
0 0
T(v) =< F, |1| >=n=4,and T'(v3) =< F, |0| >=d="7. Thus F = Q.
0 1
1 2 4 6 =2
\ 02 4 3 5 . . .
QUESTION 3. LetT : Ps —+ R*suchthat Mp g = 04 8 6 10 be the matrix presentation of 7" with respect

3 6 12 18 -6
to B={z*1+a* 1 +z+2*2°+2% 2>+ 2%} and B = {(2,4,6,6),(-2,4,6,6),(—2,-4,6,6), (-2, —4,—6,6)}.
(i) Find the fake standard matrix presentation of 7'.

To find M/ (fake M), we use {1, x, 2%, 2% 2%} as the standard basis of Ps and {e}, e2, €3, €4} as the standard basis
2 -2 =2 =2

of R*. Let Q = 44 4 . Note that z* is viewed as
6 6 6 -6
6 6 6 6
(0,0,0,0,1) in R (since I am using {1, x, 2%, z*, 2*} as the standard basis of Ps, if you use {z*, 2°, 2%z, 1} as the
01 1 00
001 0O
standard basis of Ps, then z* is viewed as (1,0,0,0,0)in R>. SoletP= |0 0 0 0 1].
00 01 0
1 1 1 1 1

Hence we know that Mp g = Q'M ¢P. Thus My = QMsp, g P~!. Now use the available (multiplication,
Inverse) software and do the calculation (make sure that you know how to use the software correctly).

(ii) Use (i) and find Range(T) and Z(T).

To find Range(T): Put M} in the available software, Transform M to echelon form, say B. Stare at the columns in B
that have the leaders. Here, TWO columns in B will have the leaders. So IN(Range(T)) = 2. YOU MUST FIND
THE CORRESPONDING TWO COLUMNS in My (class notes). Thus Range(T) = span{ The corresponding
two columns in My }.

To find Z(T): Solve the homogeneous system M¢X = 0. Put the system in the available software. The software
will not write it as span. From class notes, you know how to write it as span. In this question, the solution set of
the homogeneous system = span{3 independent points in R°}. Note that Z(F) "lives" inside Ps. So translate each
point to a polynomial in Ps (see class notes). Thus Z(T') = span{ Py, P2, P5}.
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(iii) Find T'(42% + 2*). Then find all (describe all) elements in Ps, say v, so that T'(v) = T'(4x% + z*).
0
0
To find T'(42% + x*). Do this multiplication (using the software) My |4 |. Done.
0
1

This is an application of a question in one of the home works. 7! (42> + 2*) = {42®> + 2* + h | h € Z(T)}. You
already calculated Z(T"). Done.

QUESTION 4. Given B = {11,T»,T3, T4} is a basis for Hom(P,, P»), where T} : P, — P, such that Ti(a; + apz) =
(a1 + ap) + ayxz and Ts : Py — P such that Th(a; + ax) = (a1 + ap)z. Find T5 and Tj. (i.e., you must show that
Ty, T»,T3,Ty are independent)

All of you got it right. For example let T3(a; + axz) = az, Ty(a1 + apx) = arx

QUESTION 5. Let V be an inner product space over R. Convince me that |[v+w||*> = ||v||>+||w]||* for every orthogonal
elements v, w € V.

[[v+w|]? =<v+w,v+w>=<v,v>+2 <v,w >+ < w,w >=||v|]|> + ||w||* (since v, w are orthogonal, i.e.,
<wv,w>=0.)

QUESTION 6. Let W = span{A = (1) (1)1 VK = (1) ﬂ } Find a basis for W+ (note < A, B >= Trace(BT A))
Let B = 2 . Hence Trace(BTA) = 0 and Trace(BTK) = 0. Hence a + b = 0 and a + d = 0. Solution set
C
to the homogeneous system is {(a, —a, ¢, —a) | a,c € R} =span{(1,—1,0,—1),(0,0,1,0)}. Now translate to matrices.

-1 |0 O
i O] }. [some of you used the fake-dot product on R*>*2, so I accepted that.. but

Hence W+ = span{ (1)
next time I will not]

QUESTION 7.Let T : R* — R* be a linear transformation (operator) such that the matrix presentation of 7' with

00 0 —4

. . 1 00 O

respect to the basis B = {(1,1,1,1),(-1,1,1,1),(—=1,-1,1,1),(—=1,—1,—1,1)} is Mg = 010 5
0 01 O

(i) Find Cr(z) and m(z). By staring, My is the companion matrix of the polynomial 2* — 52> + 4. Hence we know
(by class notes) that Cr(x) = mr(z) = 2* — 52° + 4.
(ii) Convince me that T is diagnolizable. Since mr(z) = 2* 522 +4 = (22— 1)(2>—4) = (z—1)(z+1)(z—2)(z+2)
(i.e., mr(x) is a product of distinct linear factors), by class notes 7' is diagnolizable.
(iii) Find the standard matrix presentation of 7
Two solutions are accepted:
-1 -1 -1
1 -1 -1
1 I -1

1
1
(1) Assume B is the basis for the domain and the co-domain. Hence P = 1
1 1 1 1

We know that Mp = P~'MP. Hence M = PMpP~! is the standard matrix presentation of 7. By class notes
(old HW), the standard matrix presentation of T2 is M?. Use the available software (multiplication, inverse) to find

M and M?.
(2)Assume B is the basis for the domain and the standard basis {e, €2, e3, e4} is the basis for the co-domain. Hence
1 -1 -1 -1
1 1 -1 -1
P = ,and Q = L.
1 g de=h
1 1 1 1

We know that Mp = I;lMP. Hence M = I4;MpP~! = MpP~! is the standard matrix presentation of 7. By
class notes (old HW), the standard matrix presentation of T2 is M?. Use the available software (multiplication,
inverse) to find M and M?2.
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(iv) Let F = 572 — T* — I (then F is an operator from R* into R*). Convince me that 3 is an eigenvalue of F. Find an
orthonormal basis of E3(F).

Process of thinking: By staring 572 — T* — I is some how related to Cr(x) = * — 522 + 4 (some of you observed
that). We know (class notes) Cp(T) = T* — 5T% + 41 = 0. Thus 31 = 57> — T* — [ = F. Hence 31(v) = F(v) = 3v
for every v € R*. Hence 3 is an eigenvalue of F and F5(F) = R*. Hence an orthonormal basis is {ey, €2, €3, €4 }. DONE
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Final Exam, MTH 512, Fall 2019

Ayman Badawi

Score = 00

QUESTION 1. (4 points) Let T : V' — V be a linear transformation that is invertible, where V' is an inner product
vector space over R. Assume that T* = T~!. Assume that T'(v), T'(w) are nonzero orthogonal elements of V' for some
nonzero elements v, w € V. Convince me that v, w are orthogonal elements in V.

QUESTION 2. (5 points) Let 7 : V — V be a linear transformation where V' is a vector spaces over R and IN(V) =3
0 0 2

(i.e.,dim(V) =3). Given M = |0 3 5| is the matrix presentation of T' with respect to an ordered basis {vy, v2,v3}.
2 00

Convince me that 7 is invertible. Find 7! (v3). Convince me that T2 — 4T + 31 : V — V is not invertible (singular).

QUESTION 3. (4 points) Let 7 : V — V be a linear transformation. Consider the linear transformation F' = 273 4
4T% + 5121 : V — V. Let W = Z(F)(Ker(F)). Convince me that T'(w) € W for every w € W.
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-1 -1 -1 1
2 2 2 =2 =2
3 3 3 -3 -3
respectto B = {a* 1 + 2%, 1 + 2 + 2% 22 + 2* 23 + 2*} and

B ={(1,1,1,1),(-1,1,0,1),(-2,-2,1,1),(-1,—-1,—-1,0)}.

QUESTION 4. Let T : Ps — R* such that M BB = be the matrix presentation of 7" with

(i) (4 points) Find the fake standard matrix presentation of 7. (note that the Fake Matrix Presentation of 7" is with
respect to {1, x, 2%, 23, 2*} and {ey, 3, €3, e4}). (you may use the available software)

(ii) (3 points) Write Range(T) as span of independent points.(you may use the available software)

(iii) (3 points) Write Z(T)(Ker(T)) as span of some independent polynomials.(you may use the help of the available
software)

(iv) (2 points) Find T'(5 + 2z — 423). Then find T-'(5 + 2z — 423).
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QUESTION 5. Let T : R? — R®such that 7(1,0,1) = (1,1,1), T(—1,1,1) = (=2,-2,-2),and T'(—1,0,1) € Z(T).
Consider the DOT PRODUCT on R".

(i) (4 points) Find T* : R} — R>.

(ii) (2 points) write Range of 7 as span of some independent points.(you may use the help of the available software)

(iii) (3 points) Write Z(T') as span of some independent points.(you may use the help of the available software)

(iv) (3 points) Find (Z(T))* (i.e., find the subspace of R? that is orthogonal to Z(T')).(you may use the help of the
available software) Stare at your answer in (ii) and your answer in (iv). Any connection.
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QUESTION 6. (5 points) Consider the normal dot product on R™. Let A be a symmetric matrix over R. Convince me
that all eigenvalues of A are real.

QUESTION 7. (5 points) Let T : V — V be a linear transformation. Assume that 7> = 7. Convince me that
Range(T) N Z(T) = 0,.

QUESTION 8. (4 points) Consider the normal dot product on R". Let A be a matrix (of course n x n) such that AT = A
over R. Assume that for some nonzero points V and W in R, we have AVT = aVT and AWT = bW7 for some real
numbers a, b such that a # b. Convince me that V' and W are orthogonal.
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QUESTION 9. (5 points) Consider the normal dot product on R™. Let A be a matrix (of course n x n) such that A is
nonsingular (i.e., invertible) and A” = A over R. Let B = A%. Convince me that BY = B, B is invertible, and all
eigenvalues of B are real and each eigenvalue is strictly larger than O (i.e., B is positive definite)

QUESTION 10. Let J = J<_21) ® JZ(Z) @ J_1 ® J, be the Jordan form of a matrix A.
(i) (3 points) Find C4(x)

(ii) (3 points) Find m 4(z)

(iii) (3 points) For each eigenvalue a of A find IN(E,) (i.e., dim(FE,)).

(iv) (3 points) Find the rational form of A.

(v) (3 points) Is A diagnolizable? explain?
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0 -1 0 0
1 2
QUESTION 11. Let A = 00
0 0 0 9
0 0 1 0

(i) (3 points)Find C4(z) (you may use the available software calculators) OR find it by HAND.

(ii) (4 points)Find m 4(x) (you may use the available software calculators) OR find it by hand (maybe LONG)

(iii) (3 points) Find the Rational Form of A

(iv) (3 points) Find the Jordan Form of A

QUESTION 12. (5 points) Let 7' : V' — V be a linear transformation that is invertible, where V' is a finite dimensional
inner product vector space over R. Assume that 7* = —T'. Convince me that

CT(:E) - (sz + al)nl (sz + a2)”L2 - (.7}2 + am)nm

, where a1, ay, ..., a,, are distinct nonzero positive real numbers, and n1, ..., n,, are positive integers.
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QUESTION 13. (5 points) Let 7 : R* — R? be a nonzero non-diagnolizable linear transformation. Given T3 — 472 4
4T = 0. Find all Jordan forms of the standard matrix presentation of 7". Find all Rational forms of the standard matrix
presentation of 7.

QUESTION 14. (6 points) A = i i . Find the SMITH form of A over Z (i.e., find invertible matrices R, C over Z

and a diagonal matrix D over Z (with special property as explained in class) such that D = RAC)
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